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 ABSTRACT 

The exponential growth of videos on YouTube has attracted billions of viewers among 

which the     majority belongs to a young demographic. Malicious uploaders also find 

this platform as an opportunity to spread upsetting visual content, such as using 

animated cartoon videos to share inappropriate content with children. Therefore, an 

automatic real-time video content filtering mechanism is highly suggested to be 

integrated into social media platforms. In this study, a novel deep learning-based 

architecture is proposed for the detection and classification of inappropriate content in 

videos. For this, the proposed framework employs an ImageNet pre-trained 

convolutional neural network (CNN) model known as EfficientNet-B7 to extract video 

descriptors, which are then fed to bidirectional long short-term memory (BiLSTM) 

network to learn effective video representations and perform multiclass video 

classification. An attention mechanism is also integrated after BiLSTM to apply 

attention probability distribution in the network. These models are evaluated on a 

manually annotated dataset of 111,156 cartoon clips collected from YouTube videos. 

Experimental results demonstrated that EfficientNet-BiLSTM (accuracy = 95.66%) 

performs better than attention mechanismbased EfficientNet-BiLSTM (accuracy = 

95.30%) framework. Secondly, the traditional machine learning classifiers perform 

relatively poor than deep learning classifiers. Overall, the architecture of EfficientNet 

and BiLSTM with 128 hidden units yielded state-of-the-art performance (f1 score = 

0.9267). Furthermore, the performance comparison against existing state-of-the-art 

approaches verified that BiLSTM on top of CNN captures better contextual information 
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of video descriptors in network architecture, and hence achieved better results in child 

inappropriate video content detection and classification. 

                                                  INTRODUCTION 

     In an attempt to provide a safe online platform, laws like the children’s online 

privacy protection act (COPPA) imposes certain requirements on websites to adopt 

safety mechanisms for children under the age of 13. YouTube has also included a 

‘‘safety mode’’ option to filter out unsafe content. Apart from that, YouTube 

developed the YouTube Kids application to allow parental control over videos that are 

approved as safe for a certain age group of children . Regardless of YouTube’s efforts 

in controlling the unsafe content phenomena, disturbing videos still appear  even in 

YouTube Kids [20] due to difficulty in identifying such content. An explanation for this 

may be that the rate at which videos are uploaded every minute makes YouTube vulto 

unwanted content. Besides, the decision-making algorithms of YouTube rely heavily 

on the metadata of video (i.e., video title, video description, view count, rating, tags, 

comments, and community flags). Hence, filtering videos based on the metadata and 

community flagging is not sufficient to assure the safety of children. Many cases exist 

on YouTube where safe video titles and thumbnails are used for disturbing content to 

trick children and their parents. The sparse inclusion of child inappropriate content in 

videos is another common technique followed by malicious uploaders displays an 

example among such cases where video title and video clips are safe for children (as 

shown in but included inappropriate scenes in this video. The concerning thing about 

this example, including many similar cases, is that these videos have millions of views 

with more likes than dislikes, and have been available for years. Many other cases (as 

shown in Fig. 1(d)) also identified where videos or the YouTube channel is not popular, 

yet contains child unsafe content especially in the form of animated cartoons. It is 

evident from examples that this problem persists irrespective of channel or video 

popularity. Furthermore, YouTube has disabled the dislike feature of videos which 

resulted in viewers being incapable of getting the indirect video content. 
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                                       LITERATURE SURVEY 

Content detection and classification of YouTube videos have garnered significant 

academic and industry interest due to the vast and diverse nature of the platform's 

content. The goal is to develop systems that can automatically analyze, categorize, and 

manage video content efficiently. This literature survey reviews key research areas, 

methodologies, challenges, and advancements in this field. Object Detection and 

Recognition: Techniques such as Convolutional Neural Networks (CNNs) and Region-

based CNNs (R-CNN) have been employed to detect and recognize objects within video 

frames .Scene Understanding: Research has focused on identifying and classifying 

different scenes in videos, leveraging techniques like semantic segmentation and scene 

graph generation .Speech Recognition: Automatic Speech Recognition (ASR) systems 

convert spoken language into text, which can then be analyzed for content classification 

.Audio Event Detection: Methods to identify non-speech audio events (e.g., music, 

background noises) using techniques like spectrogram analysis and neural 

networks.Text Analysis: Extracting and analyzing textual content from video 

descriptions, comments, and transcriptions using NLP techniques such as sentiment 

analysis, topic modeling, and named entity recognition (NER) Content Summarization: 

Summarizing video content using NLP to generate concise descriptions and metadata 

.Multi-Modal Learning:Combining Visual and Audio Features: Integrating visual and 

audio data to improve classification accuracy using multi-modal neural networks 

.Cross-Modal Retrieval: Enhancing content retrieval by leveraging correlations between 

different data modalities .Supervised Learning: Training models on labeled datasets to 

classify content into predefined categories. Techniques include Support Vector 

Machines (SVM), Random Forests, and deep learning models like CNNs and Recurrent 

Neural Networks (RNNs) .Unsupervised Learning: Employing clustering algorithms 

(e.g., K-means, DBSCAN) to group similar content without prior labels .Transfer 

Learning: Utilizing pre-trained models (e.g., VGG, Re Net) and fine-tuning them for 

specific tasks .Visual Features: Extracting features from video frames using methods 

like Histogram of Oriented Gradients (HOG), Scale-Invariant Feature Transform 

(SIFT), and deep feature extractors from CNNs . AI-Powered Moderation: Leveraging 

AI models to automatically detect and flag content that violates platform policies .The 

field of content detection and classification for YouTube videos is rapidly evolving, 

driven by advancements in machine learning, deep learning, and multi-modal analysis. 

While significant progress has been made, challenges remain in scalability, accuracy, 

and ethical considerations. Ongoing research and innovation are essential to address 

these challenges and enhance the capabilities of automated content moderation systems. 

                                     EXISTING SYSTEM 

           In the past few years, the performance of general image classification tasks has 

been significantly improved. From the amazing start of Alex net in image net, the 
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method based on Deep learning almost dominate the Image net competition. However, 

for fine-grained object recognition there are still great challenges. The main reason is 

that the two objects are almost the same from the global and apparent point of visual. 

Therefore, how to recognize the subtle differences in some key parts is a central theme 

for fine-grained recognition.  

 Earlier works leverage human-annotated bounding box of key parts and achieve good 

results. But the disadvantage is that it needs expensive manual annotation, and the 

location of manual annotation is not always the best distinguishing area which 

completely depends on the cognitive level of the annotator Since the key step of fine-

grained classification is focusing on more discriminative local areas [42], many weakly 

supervised learning methods [23], [40], [43] have been proposed. Most of them use 

kinds of convolutional attention mechanisms to find the pivotal parts for detection. Fu 

et al. [43] use a recurrent attention convolutional neural network (RA-CNN) to learn 

discriminative region attention. Hu et al. [44] propose a channel-wise attention method 

to model interdependencies between channels. In [40], a multi-attention convolutional 

neural network is adopted and more fine-grained features can be learned. Huetal [23] 

propose a weakly supervised data augmentation network using attention cropping and 

attention dropping. 

Deep fake detection and fine-grained classification are similar, that attempt to classify 

very similar things. Thus we learn from the experience in this field and leverage the 

attention maps generated with long range information to make the networks focus on 

pivotal 

               PROPOSED SYSTEM 

          The experience of the fine-grained classification field is introduced, and a novel 

long distance attention mechanism is proposed which can generate guidance by 

assembling global information. 

• It confirms that the attention mechanism with a longer attention span is more effective 

for assembling global information and highlighting local regions. And in the process of 

generating attention maps, the non-convolution module is also feasible.  

• A spatial-temporal model is proposed to capture the defects in the spatial domain and 

time domain, according to the characteristics of deep fake videos, the model adopts the 

long distance attention as the main mechanism to construct a multi-level semantic 
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guidance. The experimental results show that it achieves the state-of-the-art 

performance.  

       Disadvantages 

● The spatial attention model is not designed to capture the artifacts that 

existed in the spatial domain with a single frame. 

● The system not implemented Effectiveness of spatial-temporal model 

which leads the system less effective. 

 

Advantages 

 

● In the proposed system, the motivation to use long distance attention is 

given first and then the proposed model is described briefly. As 

aforementioned, there is no precise global constraint in the deepfake 

generation model, which always introduces disharmony between local 

regions in the face forgery from a global perspective.  

 

● In addition to the artifacts that exist in each forgery frame itself, there are 

also inconsistencies (e.g., unsmooth lip movement) between frame 

sequences because the deepfake videos are generated frame by frame. To 

capture these defects, a spatial-temporal model is proposed, which has two 

components for capturing spatial and temporal defects respectively. Each 

component has a novel long distance attention mechanism which can be 

used to assembling the global information to highlight local regions. 
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ARCHITECTURE 
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MODULES 

 

       SERVICE PROVIDER 

    In this module, the Service Provider has to login by using valid user name and 

password. After login successful he can do some operations such as Login, Train & Test 

YouTube Content Data Sets, View Trained and Tested Accuracy in Bar Chart , View 

Trained and Tested Accuracy Results ,View Prediction Of YouTube Content Data Sets, 

View YouTube Content Data Sets Ratio , Download Predicted Data Sets ,View 

YouTube Content Data Sets Ratio Results ,View All Remote Users. 

VIEW AND AUTHORIZE USERS 

      In this module, the admin can view the list of users who all registered. In this, the 

admin can view the user’s details such as, user name, email, address and admin 

authorizes the users. 

REMOTE USER 

     In this module, there are n numbers of users are present. User should register before 

doing any operations. Once user registers, their details will be stored to the database.  

After registration successful, he has to login by using authorized user name and 

password. Once Login is successful user will do some operations like REGISTER AND 

LOGIN, PREDICT YOUTTUBE CONTENT TYPE, VIEW YOUR PROFILE 
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OUTPUT SCREENS 

USER LOGIN PAGE                                        

 

 

             VIEW ALL REMOTE USERS 

http://www.ijerst.com/


 Vol. 17, Issue 2, 2024 

ISSN 2319-5991 www.ijerst.com 

 
 

 
 
 
 
 

1056 
 

 

BAR CHART             
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          LINE CHART 

 

PIE CHART    
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                    DETAILS 

        

          RATIO 
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              REMOTE USER 

 

PREDICT  CONTENT TYPE                                         
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CONCLUSION  

In this paper, a novel deep learning-based framework is proposed for child inappropriate 

video content detection and classification. Transfer learning using EfficientNet-B7 

architecture is employed to extract the features of videos. The extracted video features are 

processed through the BiLSTM network, where the model learns the effective video 

representations and performs multiclass video classification. All evaluation experiments are 

performed by using a manually annotated cartoon video dataset of 111,156 video clips 

collected from YouTube. The evaluation results indicated that proposed framework of 

Efficient Net-BiLSTM (with hidden units D 128) exhibits higher performance 

(accuracyD95.66%) than other experimented models including Efficient Net-FC, Efficient 

Net-SVM, Efficient Net-KNN, Efficient Net-Random Forest, and Efficient Net-BiLSTM 

with attention mechanism-based models (with hidden units D 64, 128, 256, and 512). 

Moreover, the performance comparison with existing state-of-the-art models also 

demonstrated that our BiLSTM-based framework surpassed other existing models and 

methods by achieving the highest recall score of 92.22%. The advantages of the proposed 

deep learning-based children inappropriate video content detection system are as follows: 

1) It works by considering the real-time conditions by processing the video with a speed of 

22 fps using Ef_cientNet-B7 and BiLSTM-based deep learning framework, which helps in 

filtering the live-captured videos. 

2) It can assist any video sharing platform to either remove the video containing unsafe clips 

or blur/hide any portion with unsettling frames. 

3) It may also help in the development of parental control solutions on the Internet through 

plugins or browser extensions where child unsafe content can be filtered automatically. 

Furthermore, our methodology to detect inappropriate children content from YouTube is 

independent of YouTube video metadata which can easily be altered by malicious up loaders 

to deceive the audiences. In the future, we intend to combine the temporal stream using 

optical low frames with the spatial stream of the RGB frames to further improve the model 

performance by better understanding the global representations of videos. We also aim to 

increase the classification labels to target the different types of inappropriate children content 

of YouTube videos. 
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