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Abstract:   

 The widespread adoption of photovoltaic (PV) systems in the electricity grid has highlighted the crucial 

significance of efficient islanding detection procedures in guaranteeing safety, dependability, and adherence to 

grid standards. Islanding is the condition in which a section of the electrical grid runs independently from the 

main power source, which can possibly create hazards for both equipment and workers. Conventional detection 

systems frequently encounter difficulties in terms of both speed and accuracy, especially when operating in less-

than-ideal situations.A hybrid model that synergistically combines the capabilities of machine learning 

algorithms and signal processing techniques to improve the accuracy and precision of islanding detection. The 

model utilizes a two-step procedure: in the first step, it utilizes signal attributes derived from the output of the 

PV system to provide preliminary detection signals. The signals are further examined by a deep learning 

algorithm, specifically a convolutional neural network (CNN), which has been trained on an extensive dataset 

that encompasses a diverse array of islanding and non-islanding situations. This dataset includes different load 

and generation balances. The purpose of this analysis is to arrive at a conclusive decision. This paper presents a 

new method for detecting islanding in photovoltaic (PV) systems, utilizing the capabilities of artificial 

intelligence (AI) approaches. The method is studied and confirmed using MATLAB software. 

Keywords: Islanding Detection, Photovoltaic Systems, Artificial Intelligence, Machine Learning, Deep 
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INTRODUCTION 

Islanding detection is one of the most critical issues considered in any distributed energy resource (DER). 

Islanding occurs when a part of the distribution system becomes isolated from the main supply. If islanding is 

detected, the DER should be tripped out. Typically, a DER should be disconnected within 0.1-2 seconds after 

the loss of the main supply [1-3]. If the islanding is failed to detect, the islanding may lead to power inequality 

issues and safety issues for machines and humans. Different techniques are presented in the literature for these 

purposes. These techniques can be broadly divided into remote and local techniques. Remote techniques are 

associated with islanding detection on the supply side and the local on the DER side. In remote techniques, 

communication is needed to send a trip signal to the DER when the islanding is detected. Furthermore, Local 

algorithms divide into passive, active, and hybrid methods. 

The main philosophy of the local techniques is based on monitoring the output of the DER and detecting the 

status of the main supply. This monitoring may base on output power, voltage, frequency, current, etc. If the 
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external source (auxiliary) injects current, power, harmonic…. to the system, in parallel with the monitoring, the 

technique is called active techniques, otherwise it is called passive technique. 

Some of the remote detection techniques presented in the literate are based on the transfer scheme trip and 

power line signaling scheme. The concept of the transfer trip scheme is based on monitoring all breaker status 

and sent a trip signal to the DER if the islanding is detected. Supervisory control and data acquisition (SCADA) 

[4], or wide-area monitoring system (WAMS) [5-6] are used as remote IDM. The signal is continuously 

generated at the transmission side in the signaling technique, and the DER has a receiver to detect this signal. In 

these techniques, the islanding status is proved if the DER does not receive any signal [7-9]. A high-frequency 

impedance estimation-based technique is an example of active detection techniques [10]. In [10], the potential 

failure mechanism of the f-Q (frequency-reactive power) drifting is analyzed. Then, the researchers proposed a 

high-frequency transient injection-based islanding detection method. From the results of this paper, the high-

frequency temporary injection method is better than the traditional injection method. Another researcher 

presents a detection method as an example of passive techniques in [11]. In [11], researchers using the Forced 

Helmholtz Oscillator to the signal at the point of common coupling. The dynamic characteristics of the 

synchronous generator and signal processing technique are presented in [12]. This paper proposes a hybrid 

islanding detection method for distribution systems containing synchronous distributed generation (SDG) based 

on two active and reactive power control loops and a signal processing technique. 

Other techniques based on artificial neural network are presented in [13-15]. In [13], the proposed artificial 

neural network (ANN) employs minimal features of the power system. The performance comparison between 

stand-alone ANN, ANN- evolutionary programming, and ANN- particle swarm optimization in the form of 

regression value is performed. In [14], a new composite approach based on wavelet-transform and ANN for 

islanding detection of distributed generation is presented. The wavelet transform is used to detect events, and 

then the artificial neural network (ANN) is used to classify islanding and non-islanding events. In [15], the S- 

transform is used to obtain the frequency spectrum at the terminals of the DER; then, the ANN is used to 

identify whether the event is islanding. Like other protection functions [16-18], WAMS and machine learning 

can be used to detect the islanding in the system and send a protection signal to the remote protective relays to 

prevent any mis operation. Still, it is expensive to apply and need a good communication infrastructure. 

 

ANN AND LEARNING TECHNIQUES 

Feed-Forward ANN structure ANN is a learning technique used in different areas fordifferent purposes. 

The very widely used applications of ANN are classification applications. The main structure of the ANN is 

shown in Figure1. 

 

Fig: GeneralfeedforwardANNstructure 
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In general, ANN has three types of layers: an input layer has n neurons, hidden layer(s), and the output 

layer has m neurons. Where n and m are the number of inputs and outputs, respectively. The number of hidden 

layers and the neurons in each hidden layer is adjustable. The optimal number of layers needs more information 

about the problem to identify. For this study, the number of layers and neurons are selected based on experience; 

then, general formula to determine the number of neurons in each layer is proposed. Each neuron has an 

activation function, so the neurons’ output is a function of the sum of the inputs (net). Different activation 

functions are available to use. These activation functions may be divided into step, linear, and nonlinear 

functions in general. Other nonlinear functions are presented in the literature include sigmoid function, 

hyperbolic tangent function, rectified linear unit function, leaky rectified linear unit function, soft-max function, 

and switch function. Each of these functions has advantages and disadvantages. The selection of the activation 

function is based on the application. The sigmoid function is the most common. Each neuron in layer (i) 

connects with each neuron in layer (i+1) via a weight. The arrows in Figure 1 refer to the weights. 

The weights in the structure are defined by the learning technique based on the inputs/outputs samples. The 

training samples should represent the overall behavior. The output samples are called targets, where the outputs 

of the neural network are called outputs. The learning techniques are mainly optimization techniques. The cost 

function of the methods is to minimize the sum of the absolute (square) error between the output and the target. 

Once the outputs and the targets are very close together, the learning is done. The backpropagation learning 

technique is very commonly used in this context. The main disadvantage of this algorithm is the highest 

probability of sticking to a local solution. Based on this concept, any optimization algorithm (hard or soft 

computational techniques) can be used to solve this optimization problem. In this paper, two soft computational 

methods: Genetic algorithm (GA) and cuckoo algorithm (CA) and one hard computational technique 

(backpropagation), are used and then compared 

 

GENETIC ALGORITHM 

Genetic algorithm (GA) is one of the very widely used techniques in optimization problems. This 

algorithm is based on the concept of human gene behavior. Firstly, a considerable population generated 

randomly has a specific number of randomly proposed solutions. Each solution is called a gene. The behavior of 

these genes is getting from the cost function (the value of the cost function at a specific solution ‘chromosome’). 

If the problem is to maximize, the chromosomes with the highest values have the best performance and vice 

versa. From the first iteration, the chromosome which has better performance is selected, then these 

chromosomes will be mated to get a new population. The mating is similar to human mating, but for variable 

cross-over, so the latest population performs better than the old one. This procedure will repeat more and more 

to get the specific cost function. The mutation idea is created to prevent any predicted local solution. In the 

mutation process, the genes in the chromosomes are changed randomly. This simple step is used to add noise to 

the signal, which will help the algorithm to go over any local solution. 

PROPOSED ANN STRUCTURE: 

In this paper, three different systems are designed: Power-based system, voltage-based system, and 

current-based system. Five different sampling rates are tested: 400 Hz, 800 Hz, 1600 Hz, 3200 Hz, and 6400 Hz 

(8, 16, 32, and 64 per cycle). A complete cycle is considered as a data window. So, in a 400 Hz sampling, the 

system has eight inputs and a single output. 

The number of layers in each system (400, 800, 1600, 3200, 6400) is selected due to Equation (1). The 

number of neurons in each hidden layer is defined by Equation (2). These equations are based on experience in 

the classification application. These equations may be used in other classification applications to identify the 

optimal number of the layers and neurons 
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Where, 𝑁i: number of neurons in hidden layer number i. Two biases are added to the structure: input 

and output biases (independent neurons have constant output ‘1’). Figure 2 shows the design of the 800 Hz 

system. Based on previous equations, the number of hidden layers for 16 inputs and one output equals 3. The 

numbers of neurons are (8, 4, 2) per each layer, respectively. In this example, the number of weights (size of the 

optimization techniques) = 51. Generally, the number of weights (𝑁w) is given by Equation (3), where 𝑁h is the 

number of the hidden layer. 

 

The sigmoid function is selected as an activation function of all neurons in this paper. In Figure 2, the 

green cycles refer to inputs, grey cycles refer to the neurons in hidden layers, red cycles refer to the output 

neuron, and white cycles refer to biases. Each simulation cycle is used as a sample in the training phase, either 

with the islanding status or non-islanding status. For each data rate, there is a specific number of inputs. In the 

simulation phase, the algorithm uses several cycles to decide either the system is islanding or not. The number 

of cycles depends on the sample rates used. The higher the sample rate, the better the accuracy. 

 

Fig: ANN structure for an example of sample rate equal to 800Hz 
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SYSTEM UNDER STUDY 

Different sample rates are considered in this section: 0.4, 0.8, 1.6, and 3.2 KHz. Figure 3 shows the 

simulation system. Three scenarios are covered here: increase the load to its double value, decrease load to its 

half value, and trip main supply. Ten cycles are covered for each scenario (five cycles before the event and five 

cycles after the event). So for each load level, 30 samples are generated (10 samples for load up event, 10 

samples for load down event and 10 for the islanding event). Two data sets are generated at different load levels: 

test data used in training systems and validation data used in simulation systems. Different load levels are 

covered from 0.2 Pu to 2 Pu stepped by 0.1 Pu for the training data set and from 0.25 to 1.95 stepped by 0.1 for 

the validation data set. The size of the test data for the 0.8 kHz system is 600×16. Figure 4 shows the sampling 

technique. Then these inputs are normalized. Figure 5 shows the Simulink model for the system. 
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Fig: Simulink blocks of the system under study 

Islanding detection for Photovoltaic (PV) systems is a critical safety mechanism. It refers to the ability of the 

system to detect when the grid has become disconnected. An "island" occurs when a portion of the grid 

continues to power itself even though it is no longer connected to the wider power system. This can pose serious 

safety risks, as utility workers may not be aware that a line is still energized, and it can also lead to equipment 

damage. 

Traditional islanding detection methods rely on monitoring certain parameters, such as frequency, voltage, or 

phase within the PV system, and comparing them to the expected grid conditions. When these parameters 

deviate beyond a certain threshold, it is assumed that islanding has occurred. 

Artificial Intelligence (AI) techniques can enhance islanding detection by allowing the system to learn from a 

variety of conditions and potentially detect islanding more quickly and reliably. 

 

In the simulation scenario, an AI-driven Islanding Detection System (IDS) is integrated into a grid-tied 

Photovoltaic (PV) system to ensure rapid and accurate identification of islanding events. At the 5-second mark, 

the PV system experiences an islanding condition due to a sudden disconnection from the main power grid. The 

AI module, utilizing a combination of supervised machine learning algorithms and real-time data analytics, 

begins to analyze the deviations in electrical parameters such as frequency, voltage, and phase angle. The 

system is trained with a vast dataset that includes normal operation, various fault conditions, and previous 

islanding occurrences to distinguish between legitimate grid fluctuations and actual islanding events. 

 

During the simulation, the IDS's neural network processes the incoming data streams, detecting anomalies 

that match the learned islanding signatures. The AI's pattern recognition capability allows for a swift response, 

and within milliseconds, it confidently classifies the event as an islanding situation. The system then executes a 

series of predetermined actions, such as sending alerts to the grid operators and initiating protective measures 

like shutting down the PV inverters to prevent feeding power into an isolated segment of the grid, ensuring the 

safety of the maintenance personnel and preventing damage to the electrical infrastructure. This rapid detection 

and response highlight the effectiveness of AI techniques in enhancing the resilience and safety of PV systems 

within the smart grid environment. 
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Fig : Frequency of the system 

 

Fig: Voltage and current at the PV side  

 

 

Fig: Voltage and current when the PV system is islanded from the grid  

 

Fig: Voltage and current at the Grid side 
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CONCLUSION 

 

In this paper, the ANN-based technique in the islanding detection application is studied. Doubly fed 

induction generator wind turbine is selected as distributed generators. Different ANN systems are simulated 

based on various inputs: Phase voltage/current, neutral voltage/current, and three-phase power, different sample 

rates are considered: 8, 16, 32, and 64 sample/cycle for each system, and three learning algorithms are simulated 

using MATLAB 2020a: Backpropagation, Genetic Algorithm, and Cuckoo optimization technique. 

From the results, the ANN is a very effective method to detect the islanding in the micro- grid. 

Different inputs may be used to feed the trained ANN system: Power, phase voltage, and phase current, where 

the neutral quantities (voltage, current) are not able to use in this application. The accuracy of the system 

depends on the sample rate. The higher the sampling, the better the performance. 16 sample/cycle is enough to 

detect the islanding within four cycles in the case of power-based input data. 
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