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ABSTRACT 
 

The intelligent campus surveillance system is beneficial to improve safety in school. 

Abnormal behavior recognition, a field of action recognition in computer vision, plays 

an essential role in intelligent surveillance systems. Computer vision has been actively 

applied to action recognition systems based on Convolutional Neural Networks 

(CNNs). However, capturing sufficient motion sequence features from videos remains 

a significant challenge in action recognition. This work explores the challenges of 

video-based abnormal behavior recognition on campus. In addition, a novel 

framework is established on long-range temporal video structure modeling and a 

global sparse uniform sampling strategy that divides a video into three segments of 

identical durations and uniformly samples each snippet. The proposed method 

incorporates a consensus of three temporal segment transformers (TST) that globally 

connects patches and computes self attention with joint spatiotemporal factorization. 

The proposed model is developed on the newly created campus abnormal behavior 

recognition (CABR50) dataset, which contains 50 human abnormal action classes 

with an average of over 700 clips per class. Experiments show that it is feasible to 

implement abnormal behavior recognition on campus and that the proposed method is 

competitive with other peer video recognition in terms of Top-1 and Top-5 

recognition accuracy. The results suggest that TST-L+ can improve campus abnormal 

behavior recognition, corresponding to Top-1 and Top-5 accuracy results of 83.57% 

and 97.16%, respectively. 
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I. INTRODUCTION 

The "Campus Abnormal Behaviour 

Recognition with Temporal Segment 

Transformers" project represents a 

significant advancement in the domain 

of campus security and surveillance. 

With the increasing need for ensuring 

safety and security on educational 

campuses, there arises a demand for 

intelligent systems capable of detecting 

abnormal behaviors and potential 

security threats in real-time. Traditional 

surveillance methods often fall short in 

effectively monitoring large campus 

environments and identifying abnormal 

activities. In response to this challenge, 

this project proposes the implementation 

of Temporal Segment Transformers 

(TST), a state-of-the-art deep learning 

architecture, for recognizing abnormal 

behaviors from surveillance videos on 

campus premises. By leveraging the 

temporal information encoded in video 

segments, TST offers superior 

performance in detecting and classifying 

various types of abnormal behaviors, 

ranging from trespassing and vandalism 

to violence and emergencies. Through 

the development and deployment of 

TST-based surveillance systems, this 

project aims to enhance campus security, 

mitigate security risks, and ensure the 

safety and well-being of students, 

faculty, and staff. 

 

II.EXISTING SYSTEM 

Xie et al. [45] used spatiotemporal 

representations to learn the posture 

estimation of college students to identify 

abnormal behavior. They analyzed the 

behavior of sleeping and using mobile 

phones in the classroom. Other 

researchers [46], [47] have explicitly 

looked at abnormal behavior in the 

laboratory. Rashmi et al. [46] apply 

YOLOv3 to locate and recognize student 

actions in still images from surveillance 

video in school laboratories. Unlike 

Rashmi’s image recognition-based 

analysis of students’ abnormal behavior 

in the laboratory, Banerjee et al. [47] 

used video. They propose a deep 

convolutional network architecture to 

detect and classify the behavioral 

patterns of students and teachers in 

computer-enabled laboratories. The 

above works can significantly 

demonstrate recognition of abnormal 

behavior in specific scenarios on campus. 

However, do not aim to reveal the 

feasibility of numerous abnormal 

behaviors in multiple scenarios on 

campus. Although there is limited 

research on campus aberrant behavior 
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recognition, it is a form of video 

understanding. The following is a 

review  of video understanding research 

relevant to our work.  

 

Although self-attention is added as a 

submodule to CNNs to improve this 

temporal modeling video understanding, 

the ability of remote modeling can be 

made more robust by applying a pure 

transformer. These algorithms [27], [29], 

[30] are related to decomposing 

spatiotemporal self-attention using 

different factorized methods. They 

achieved better results than previous 

pure CNN and methods for adding self-

attention units to videos. However, 

depending on the global attention 

modeling, these methods lead to a 

geometric increase in complexity. 

 

Subsequently, MVTs [28] and the video 

Swin transformer [31] presented the idea 

of multi-scale hierarchical modeling by 

calculating the self-attention of multi-

scale windows, which is much lower 

than the computational complexity of 

global self-attention. Moreover, it 

exceeds the previous decomposition 

space-time modeling methods in terms 

of accuracy and efficiency. The latest 

research [32] proposed a multi-view 

transformer consisting of multiple 

independent encoders to represent 

different dimensional input views, 

fusing information across views through 

horizontal connections. Although they 

achieve state-of-the-art performance, 

their method relies on many unpublic 

datasets and trained views. It may limit 

their generalization performance when 

applied to new videos or tasks beyond 

their original training scope. Therefore, 

a fairer comparison is required. In the 

case of employing ImageNet-21K as 

pre-training data to initialize network 

weights, the transformer method 

established on multi-scale hierarchical 

modeling [31] has more competitive 

advantages in video understanding. 

Disadvantages 

➢ In the existing work, the system did 

not find Sensors and wireless data 

transmission for measuring food 

safety. 

➢ This system is less performance due 

to lack of Real-time Prediction 

Campus Abnormal Behaviour. 

 

III.PROPOSED SYSTEM 

• We propose a consensus of three 

temporal segment transformers (TST) 

based on the video Swin transformer for 

the new campus abnormal behavior 
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recognition (CABR50) dataset. It 

enhances the ability to capture motion 

sequences and model long-range 

abnormal behavior on campus. 

• We perform extensive comparative 

experiments with state-of-the-art 

methods for recognizing abnormal 

campus behaviors. The results show that 

it is feasible and can improve the 

accuracy of abnormal campus behavior 

recognition. In addition, we demonstrate 

the performance comparison of the TST 

and previous methods on the UCF-101 

dataset. It indicates that our proposed 

TST model has acceptable 

generalization performance. 

• Our research provides essential 

technical support for the identification 

and early warning of abnormal behavior 

on campus, which plays an essential role 

in intelligent campus surveillance 

systems. 

 

Advantages 

❖ The system is more effective 

since it involves Convolutional 

Neural Networks (CNNs) method. 

❖ The system finds more 

ADVANTAGES OF THE system 

which designed a campus 

abnormal behavior recognition 

framework called temporal 

segment transformer (TST) to 

exploit temporal action features 

and achieve video-level global 

modeling. 

 

IV.MODULES 

 
➢ Service Provider 

 

In this module, the Service Provider has 

to login by using valid user name and 

password. 

 

 

 

 After login successful he can do some 

operations such as Browse Datasets and 

Train & Test Data Sets, View Trained 

and Tested Accuracy in Bar Chart,  
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View Trained and Tested Accuracy 

Results, 

 

View Predicted Type, View Type Ratio, 

Download Predicted Data Sets, View 

Type Ratio Results,  

 

 

View All Remote Users. 

 

➢ View and Authorize Users 

In this module, the admin can view the 

list of users who all registered. In this, 

the admin can view the user’s details 

such as, user name, email, address and 

admin authorizes the users. 

 

➢ Remote User 

In this module, . User should register 

before doing any operations. Once user 

registers, their details will be stored to 

the database.  

  

After registration successful, he has to 

login by using authorized user name and 

password. Once Login is successful user 

will do some operations like  

REGISTER AND LOGIN, after login 

we have to Predict Type,  
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VIEW YOUR PROFILE. 

 

V.CONCLUSION 

In conclusion, the "Campus Abnormal 

Behaviour Recognition with Temporal 

Segment Transformers" project presents 

a novel approach to enhancing campus 

security through advanced deep learning 

techniques. By leveraging Temporal 

Segment Transformers (TST), the 

project offers a robust solution for real-

time detection and classification of 

abnormal behaviors in surveillance 

videos on educational campuses. The 

integration of TST-based surveillance 

systems enables proactive monitoring, 

early detection, and rapid response to 

security threats, thereby enhancing the 

safety and security of campus 

environments. Moving forward, the 

deployment of TST-based surveillance 

systems has the potential to 

revolutionize campus security practices, 

providing stakeholders with actionable 

insights and enabling timely intervention 

to mitigate security risks and ensure the 

well-being of campus communities. 
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